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2 Abstract

LSO isan agile approach to streamlining and automating the service lifecycle in a sustainable
fashion for coordinated managemant control acrossll network domainsesponsible for
deliveling anendto-endConnectivity Servicée.g., Carrier Ethernet, IP VPN, MPLS, etdhis
document describes a Reference Architecture and Framewarikctastrating the service
lifecycle. It includesa set offunctionalmaragement entities that able c@mperative service
lifecycle orchestration fofhird NetworkConnectivity Service The framework alsprovides
high level functional requirements aadtlineshigh level operational threads$escribing
orchestrate€onnectivity Servicdehavior as wleas interactions among management and
control entities. Thdanagement Interface Reference Pwithat characterize interactions
between LSQunctionalmanagemengntitiesare identified in theeference architectur&@hese
Management Interface Refererfeeints are describesuch that they can be realizZieginterface
Profiles andfurtherby APIs which can be used to enalaletomated and orchestrated
Connectivity Service.

3 Terminology and Acronyms

This section defines the terms used in this documannhany cases, the normative definitions to
terms are found in other documents.these cases, the third column is used to provide the
reference that is controlling, in other MEF or external documents.

[Term || Definition |Reference |

Relating to &erviceProvider s ability to rapidly introduc
new, on demand servicasingnew technologies without
Agile disruptingtheir top-to-bottom operational environment.
Agility can beachieved via proper product / service /
resource abstractionsingAPIs and orchstration.

This
document

In the context of LSO, APlakcribes one of the
Management Interface Reference Poinhsed on the
Application Program|requirements specified in an Interface Profilleng witha| This
Interface (API) data modelthe protocol that defines operations on the ||[document
and the encoding format used to encoataccording to
the data model

RelatingtoheC u s t o expectatiens that a network
Connectivity Servicavill provide consistent performand|This

and security assurances to meet the needs of their  ||document
applications.

Assured

Graphically represents the behavior of Process Eleme
an“endto-end or “through Process view across the
business (i.e., Enterprise).

Busines{rocess
Flow

[TMF
GB921R
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[Term | Definition |Reference |
A servicedeliveringnetwork connectivityi.e. traffic) .
o . ) : . This
Connectivity Servicglamong servicaccesgointsdescribed by a set of both
X . ) : document
static andbr dynamic service attributes.
A Customer is the organization purchasingnaging,
and/or usingConnectivity Servicefrom a Service This
Customer . ; . .
Provider This may be an end user businegganization |[document
mobile operatqgror a partner network operator
Models managed objects based on an Information Mo
Data Model at a more detailed levaking a specific data moliey [IETF RFC
language Datamodeling languages include XSD, IDL, |3444]
andYANG.
A management system used to manage the individual
network elements as Weas the networks that connect
Element Managemejjthem. One or more EMSs may be deployed within a IMEF 7.2
System (EMS) Service Providemanagement domain depending on th '
different supplier products and geographic distribution
the network elements in the network.
Ethernet Virtual L
Connection (EVC) An association of two or moigthernetUNIs. [MEF 4]
Extensible Marku A markup language that defines a set of rules for encg
P |ldocuments in a format which is both hurreadable and [W3C XML]
Language (XML) )
machinereadable.
External Network ||A reference point representing the boundary between
Network Interface |Operator networks that are operated as separate [MEF 26.]
(ENNTI) administrative domains
Forwarding Constru Enabled forwarding between two or more meh [ONF TR
(FC) supports any transport protocol including all circuit and 512]
packet forms.
Forwarding Domain||The topological component which represents the opport(|[ONF TR-
(FD) to enable forwarding between points represented bysLTH512]
Functional A set of specific management layer functionality within|This
Management Entity |the LSO Referencarchitecture. document
Hypertext Transfer ||A stateless applicatielevel protocol for distributed, [IETF RFC
Protocol (HTTP) collaborative, hypertext informatiagystems. 7230
Models managed objects at a conceptual level,
Information Model independent of any specific implementations or protod|[IETF RFC
used to transport the dataformation models may be ([3444]
described using UML class diagrams.
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|Term

| Definition

|Reference |

Interface Profile

Defines the structure, behavior, and semantics suppof
specificManagement Interface Reference Pdailentified
in theLSO ReferenceéArchitecture The Interface Profile
specification contains all the necessary information to
implement the related APhcludingobjects attributes,
operations, notifications, and parameters

This
document

InternalNetwork
Network Interface
(INNI)

A reference point representing the boundary between
networks or network elements that are operated withir]
sameadministrative domain.

[MEF 4]

JavaScript Object
Notation (JSON)

A text format that facilitates structured data interchang
betweerall programming languages

[ECMA-404]

Lifecycle Service
Orchestration (LSO)

Open and interoperable@mation of managemen
operations over the entire lifecycleladyer 2 and Layer 3
Connectivity Service This includes fulfillment, control,
performance, assurance, usage, security, analytics an
policy capabilities, over all the network domains that
require coordinated magament and control in order to
deliver the service.

This
document

LSO Reference
Architecture

A layeredabstractiorarchitecture that characterizes the
management and control domains and entitied the

interfacesamongthem, to enable cooperative orchestrg
of Connectivity Service.

This
document

Logical Termination

Termination point thaéncapsulates the termination,
adaptation and OAM functions of one or more transport

[ONF TR-

particular network

Point (LTP) I 512]
ayers.
A management view ohformation categories and high
Management level information classeat hides the details of the This
Abstraction underlying complexityLSO identifies Management document
Abstractions for the Product, Service, and Resource v
Management The logical point of interaction between specific This
InterfaceReference e
) management entities document
Point
Network Control Represents the scope of control th_at a partiougavork This
: controller or WAN controller has with respect to a
Domain document

Network Domain
Controller

Manages the subnetwork boundary edge to subnetwo
boundaryedgeaspects of the network connectivity alon
with the resourceand infrastructurender its control
within a specific subnetwork domain.

This
document

Network Function
Virtualisation (NFV)

The principle of separating network functions from the

hardware they run on by using virtual hardware abstra

[ETSI GS
NFV 003]
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allocation of tle necessargupportingresources and
connectivity.

[Term | Definition |Reference |
The functionality that coordinates the managemethef
connectivitylifecycle, Virtualized Network Functions [ETSIGS

NFV Orchestrator ||(VNF) lifecycle, andNetwork Functions Virtualiation NEV-MAN

(NFVO) Infrastructurg NFVI) resourceso ensure an optimized 001]

Object Class

Used to convey theepresentation of an entity, including
behavior properties and attributedn instance of an
Object Class may be referred to as an Object.

This
document

Operational Thread

Describes théigh level Use Casaxf LSO behavior as
well asthe series ointeractions among management
entities,helping to expresthe vision of the LSO
capabilities May be further described layseries of
detaileduse casespanning a top down approach from
Product to Service to Resource

This
document

Operator Virtual
Connection (OVC)

An associ atinotneroffa c‘eesx’t eari

Operatometwork

[MEF 26.1

Orchestrated

Relating to atomated service managementoss
potentiallymultiple operator networks which includes
fulfillment, control, performance, assurance, usage,
security, analytics, and policy capabilitieghich are
achieved programmatically through APIs that provide
abstraction from the particulagtwork technology used t
deliver the service.

This
document

Partner

An organization providin@roducts and Services to the
Service Provider in order to allow the Service Providel
instantiate and manage Service Components external
ServiceProvider domain.

This
document

Process

A systematic, sequenced sefurfictional activities that
deliver a specified result. mther words, a Process is a
sequence of related activitiestasks required to deliver
results or outputs

[TMF
GB921R

Proces Element

The buildingblocks or components, which are used to
‘ a s s eemdtd-ead business Processesformed in an
organization

[TMF
GB921R

Product Offering

An externally facing representation of a Service and/o
Resource procurable by tiiristomer.

[TMF
GB922]

Product Instance

Specific implementation of a Produdiffering dedicated t
the benefit of a party.

[TMF
GB922]
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|Term

| Definition

|Reference |

The sequence of phases in the life &f@ductOffering,
including definition, planning, design @immplementation

Product Lifecycle ||of newProductOfferings, changes for existingroduct  |[MEF 50]
Offerings, and the withdrawal and retirementRodduct
Offerings.
Product Specificatio The detailed description productcharacteristicand [TMF
P behaviorusedin thedefinition of Product Offering. GB922]
A physical or norphysical component (or some [TMF
Resource combination of these) withian Ser vi ce Pr
. : GB922]
infrastructure or inventory.
Represergthe Customer experience of a Produdtane [TMF
Service that has been realized within tBervicePr o v i and
. ) GB922]
or P ainftastractuse
Service Component A segment or element of a Service that is managed |This
P independently by the Service Provider. document
Service Access Poir Theendpointof a specificConnectivity Servicat an This
Service Interface (e.g., UNI, ENNI). document

Service Interface

A service level demarcation point between administrat
domains, including betweenGustomerand aService
Provider between twdervice Provides, or between
internal administrative domains within a sin§lervice
Provider A Service Interface (e.g., UNI, ENNI, INNI)
may include a collection of Service Access Points, ead
representing an endpoint of a specific Service.

This
documen

Service Level

The contract between the Customer and Service Prov

(SOAM)

Agreement (SLA) or Ope_zrator specifying the agr_eed to service level [MEF 10.3
commitments and related business agreements.

Service Level The technical specificatioof the service level being [MEF 10.3

Specification (SLS) ||offered by the Service Provider to the Customer. '

igmﬁigaﬂ%?'gﬂj Mechanismgor monitoring connectivity and performan{[MEF 17];

Maintenance ’ for entities (links, services, etc.) withthe Carier [MEF 30.1];
Ethernet Network. [MEF 35.1]

Service Specificatiof

The detailed description of the characteristics and beN
of a Service.

[TMF
GB922]

Software Defined
Networking (SDN)

An architecture that provides open interfaces ¢émaible
the development of software that can control the
connectivity provided by a set of network resources ar
the flow of network traffic though them, along with
possible inspection and modification of traffic that may

performed in the network.

[ONF TR-
504]
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[Term | Definition |Reference |
Transl| ates SDN applicati[ONFTR_
SDN Controller more granular control over network elements, while 504]

providing relevant information up to SDN applications.

A generalpurpose, developmental, modeling language

Unified Modeling the field of software engineering that is intended to prq[OMG UML]

LanguaggUML ) a standard way to visualize the design of a system.
In UML, a Use Case represents one particular type of
Use Case S y s t mavia based on stimuli from an external [OMG UML]

source (i.e., an actor). A system may have several Us
Cases that define all its behavior.

The physical demarcation point between th@oesibility
of theService Provideand the responsibility of the [MEF 17
Customer.

User Network
Interface (UNI)

An abstraction representing a set of network functions
providing network element capabilities implemented in
virtualized environment.

This
document

Virtual Network
Element (VNE)

Table 2 Terminology and Acronyms

4 Scope

The purpose of this document is to define a reference architecture that describes the functional
managemengntities needed to support LSO, and Menagement Interface Reference Point
between themLSO provideopen and interoperabdaitomation of management operasaover

the entire lifecycle oLayer 2 and Layer 8onnectivity Servicg This includeglesign,

fulfillment, control,testing, problem managemequality managemenbilling & usage,

security, analytics and policy capabilities, over all the network domains that require coordinated
management and control in order to deliver the serVice.reference architecture characterizes
the management and control domains and entities that erwadgerative LSO capabilities for
Connectivity Service. The LSO architecture and framework enables automated management
and control of endo-end Connectivity Services that span multiple provider domains. For
example, a Service Provider may extend itsgaot by using LSO to interact with potentially
several Operators to manage and control the access portionstofemtiservices.

The framework alsoutlineshigh leveloperational threadsroviding business rationale and
describing orchestratedonnectvity Servicebehavior as well as interactions among
management and control entitidkis document describes the essential LSO capabilities for
Connectivity Service that need to be suppedty the commomroduct,service and resource
abstractionsind canstructs Suchconstructswill drive the information and data modélsat
enable the definition of open and interoperakifis supporting LSGunctionality (including
virtualized functions, e.g., SDN and NFV). From a services perspective, this framework is
intended to support current MEErviceshoweverthe framework islsoextensibleproviding
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the flexibility to handle generi€onnectivity Service as well by definin@€onnectivity Service
managementonstructsThe reference architectuneork will also be cross referenced with the
efforts of otheiStandards Development OrganizatioB® (9 and opersource project(e.g.,
ONF, ETSI NFV, IEEE, ITUT, IETF, TMF, OPNFV, ODL, OpenStack, etc.)

This framework also describes the engineering approgidlg ollowed to generate-tesable
engineering specifications and artifacts capturing the LSO requirements, capabilities,
functionality, behavior, processes, information, interfaces and APIs supporting management and
control ofConnectivity Service.

5 Compliance Levels

The requirements this documenthat apply to théigh levelfunctionality are specified in
Section8. Items that are REQUIRED (contain the woM&ST or MUST NOT) will be labeled
as [RX]. Items that are RECOMMENDED (contain the w@#OULD or SHOULD NOT)

will be labeled as [Dx]. Items that are OPTIONAL (contain the wdid& or OPTIONAL )
will be labeled as [Ox]

The keyMUB®'r,MYST NOT” ,REQUIRED” ,SHALL” ,SHALL NOT” ,

“SHOULD” ,SHOULD NOT” ,RECOMMENDED” ,MAY” , @®RTIONAL” i n t hi's
document are to be interpreted as described in RFC 2AllRey words use upper case, bold

text to distinguish them from other uses of the words. ésg/of these key words (e.g., may and
optional) without [Rx], [Dx] or [Ox] is not normative.
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6 Introduction

LSO providesorchestration capabiliti€fer theopen and interoperabieanagement and control

of Third Network Connectivity ServicdMEF ThirdNetwork] TheLSO Reference Architecture
characterizes the management and control domains and entities that enable cooperative LSO
capabilities Thisarchitecturealsooutlineshigh leveloperational threaldescribing orchestrated
ConnectivityService behavior as well as inteliaos among management entitieSO

overcomes existing complexity by definipgoduct, service, and resourestractions that hide

the complexity of underlying technologies and network layers from the applicationsensdii

the services.

In this document, Sectiondiscusses the LSO engineering methodology. The high level
functionalrequirementgor LSO functional management entitiage provided in Sectiod

Section9 provides the LSO Reference Architecture that characterizes the management and
control domains and functional management entities that enable cooperative LSO capabilities.
High level Operational Threads desanidpthe use cases fdtSO behaviomare identifiel in

Section10. LSO Management Astractions andanstructsare describeth Sectionll.

References may be found in Sectidh Sectionl3 provides an informative appendix with
examples of high level interactions per LSO management interface reference point. Lastly,
Sectionl4is an appendix providga mapping of LSO reference architecture and framework
functional areas to MEF 50 related processes.

6.1 Third Network Vision

The MEFForumvision for the evolution and transformation of netw@dnnectivity Service

and the networks used to deliver themeisrer r ed t o as [MBFR “Third Net\
ThirdNetwork] The Third Network combines the -olemand agility and ubiquity of the Internet

with the performance and security assuratigeshatof CarrierEthernet 2.0 (CE 2.0Y.he

Third Network will enable serges between not only serviaecess pointsesiding on physical

ports such as Ethernet ports, but also seraimeess pointesiding on interfacesinning on a

blade server in the cloud to connect to Virtual Machines (VMSs) or Virtual Network Functions

(VNFs).

TheThird Networkvision is based oNetworkas aService (NaaSprinciples which make the

net work appear as a,andermablesthe userto dymamicallyyaadon net wo r
demand, create, modify and delete service€ustomemweb portalor software applications.

This is analogous to clodohased services, such as infrastructure as a service (laaS), where users

can dynamically create, modify or delete compute and storage resources.

The MEFForumwill achieve this vision by building uporsisuccessful CE 2.0 foundation by
defining requirements for LSMEF LSO] and APIsin support ofservice ordering, fulfillment,
performance, usage, analytics and security across-apgtator nevorks. This approach
overcomesxisting constraints by defimg service abstractions that hide the complexity
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underlying technologies amgetwork layers from the applications and users of the servites
providing sufficient management and control capabilities

In summary, the goal of the Third Network, basedNaaSprinciples, is to enable agile
networks that deliver assur€ibnnectivity Servicg orchestrated acrosstwork domains

6.2 Lifecycle Service Orchestration

SinceConnectivity Servicgin the Third Netwdk are agile, assured, and orchestratieey rely

on coordinatearchestration of distributed capabilities across potentially many internal networks
and many network operators to enable-emdnd managemenBuch orchestration is executed

for the entire @nnectivity Service lifecycle where each functional area of the lifecycle is further
streamlined and automated, fréiroduct Offeringlefinition through service fulfillment, control,
assurance, and billifEF 50]. For example, the fulfilment phases bétservice lifecycle are
focused on automating the ing@rovider business interactions and interfaces for the kaglar
process, including the product catalog, order, service location, and service qualification. Each of
these phases is based onRhneduct Offeringdefined by the selling carrier. Since fRioduct
Offeringis fully defined in the product catalog, a modelen approach is used to execute the
subsequent stages of the service lifecycle, includinger, order, and service orcheswati

By using a modetiriven approach along with abstractions representing products, services, and
resources, LSO ensures an agile approach to streamlining and automating the entire service
lifecycle in a sustainable fashion.

In LSO, Connectivity Serviceg@aorchestratelly Service Provideracross all internal and

external network domains from one or more network operators. These network domains may be
operated by communicatio&ervice Providey, data center operators, enterprises, wireless
network operairs, virtual network operators, or content provide&0O encompasses all

network domains that require coordinated-eménd management and control to deliver
Connectivity Service Within each provider domain, the network infrastructure may be
implemented with traditional WAN technologies, as well as NFV and/or SDN. LSO capabilities
not only dramatically decrease the time to establish and modify the characteristics of the
Connectivity Service, but also assure the overall service quality andtgéouthese services.
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7 LSO Engineering Methodology

The primary goal of the LSO engineering methodology being followed by theRdEfnis the
generation of reisable engineering specifications and artifacts capturing the LSO requirements,
capabilitiesfunctionality, behavior, processes, information, interfaces and APIs supporting
management and control @bnnectivity Service. As the Third Network emerges, these
engineering artifacts will prove to be valuable resources in enabling the transform&i®m o
capabilities into interoperable, specific, consistent, and verifiable designs and implementations.
Each of thesstage of the agile LSO Engineering Methodolotjustratedin Figurelis

discussd in more detail the subsequentysectionsin the figure, the solid arrows describe that
the artifacts produced during one stage are consumed during subsequenivkibgtsedotted

back arrowed lineeepresentelevantfeedback to the prior stages.

LSO Reference
Architecture & Framework

‘ Information
Models

APl Implementations
Certifications

MEF Service Definitions
(including virtualization)

Reference Busmess Process
Implementations : Flows

}

API Specifications Interface Profiles
& Data Models

Figure 1 LSO Engineering Methodology
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7.1 LSO ReferenceArchitecture and Framework

The LSO Reference Architecture and Framewspecified in this documengrovides a layered
architecture that characterizes the management and control domains and entities that enable
cooperative LSO capabilities f@onnectivity Service. The framework alsdescribes the high
level management requiremeantsdoutlineshigh level operational thread©perational threads
describeorchestrate€onnectivity Servicdehavior as well as interactions among management
entitiesspanning th&€€ustomey Service Providerand partner provider management domains
expressing the vision of the MEF LSO capabilitsthin the LSO Reference Architecture, a
Management Interface Reference Parthe logical point of interaction between specific
management entities. Tianagement Interface Reference Pothts chaacterize interactions
between LSQunctional management entitiase identified in theeference architecturdhese
Management Interface Refererfe@intsare further defined binterface Profils and
implementedy APIs and Reference Implementations tlealize automated and orchestrated
Connectivity Service An Interface Reference Point may be described by a number of Interface
Profiles, each addressing a specific functional scApéacts from the LSO Reference
Architecture and Framework are usedthg subsequent stages in the methodology. Lessons
learned from API certification may be used to update the LSO Reference Architecture.

As a specificatiothe LSO Reference Architecture and Framework:

Describes the LS@ngineeringmethodologySection?);

Provideshigh level requirements associated witO functional areagSection8);
Defines the LSO reference architect(®ection9);

Outlines gerationakhreadgor LSO (Section10); and

Identifies the LSManagement Abstractierand constructéSectionll).

= =4 -8 -4 N

7.2 Information Models

Information Models define managed objects at a conceptual level, independent of any specific
implementations or ptocols used to transport the dathe shared common Informatidviodels

for LSO supportingConnectivity Serviceincludethe service attributes defined in MEF
Specifications defiimg a common set of consistent managed object definitions for managing the
service lifecycle.Thesecommon management and control information mesigbport

management of Products, Sendcand Resources. Thigelps ensure that management and
control functionality and information shared amdagstomerelationship managemenservice
managementesourcenanagmentandsupplier/ partnermanagementunctions, as well as
orchestratorgnfrastructure managersontrollers(e.g.,Network Domain ControllefsSDN
controllers etc.), and Network Elements (NEs) are provided in e#tly consistent fashion
allowing network operators to readily integrate such capabilities intoGloginectivity Service
management and control environmé&rie MEF Forumdefinesmanagement information

modek supporting LSQthatdescribe the informatioassociated with the generalized
management interactions using protocol neutral Unified Modeling Language (Axifacts

from theinformation modelsre used by the subsequent stages in the methodology, including the
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definition of Interface Profiles. lssons learned fromformation modelsnay be used to update
theManagement Abstractioms LSO Reference Architecture.

7.3 Business Process Flows

The details of the high lev@perational Threadsutlinedin theLSO Reference Architecture

and Framework are ftiver expanded into more detailed Business Process Flows. Business
Process Flows describe the functional activity flows among and within organizations along with
information exchangdsetween management and control entibi@sed on thaformation

models A processlescribes a systematic, sequenced set of functional activities that deliver a
specified result. MEF LSO enables automation of the related Business Processes that
operationalizeConnectivity Servicg in the Third Networkln this model driven approach, the
business models (including process models and associated information exchanges with external
entities) help drive thinterface Profiladesign Artifacts from the Business Process Flows are

used by the subsequent stages in tethodology, including the definition of Interface Profiles

to support process interactions. Lessons learned from Business Process Flows may be used to
update the Information Models.

7.4 Interface Profiles

An Interface Profile is the protocol neutral functibdescription that defines the structure,
behavior, and semantics supporting a spebfinagementrterfaceReference Poirtentified

in theLSO Reference Architectur@ singleinterface Reference Point may be described by a
number of Interface Profilegach addressing a specific functional scépelnterface Profile
describes information views and interactions by identifying a subset of algess, properties,
and capabilities (e.g., write, read, etc.) necessary to support each interfaaar uidoymation
model fragmentielevant to dManagement Interface Reference Pbiased on the Information
Modelks as well as other relevant standards. The IntefPaoélesprovide a step in the MEF LSO
engineering methodologhat will supplythe logical rquirements fotanguagespecific (e.g.,
YANG, XSD, etc.)managemendata models and API$he selection o$pecificdata modeling
language and encodings may be restricted by the Interface Préfge, an Interface Profile
mayidentify and constraitheapplication of specific API definitions developed by other SDOs.
Artifacts from the Interface Profiles are used by the subsequent stages in the methodology,
including the definition of API Specifications. Lessons learned from Interface Profiles may be
usedto update the Information Modsdind Process FlowBottom up feedback to realign
Information Model and Interfaceréfiles provides alignment and consistency

7.5 API Specificationsand Data Models

This section describes the LSO engineering phase wherspg&Pificatiors and their associated

data models are defined based on the requirements linténiace Profils. InterfaceProfiles

provide requirements for the APl which may be implemented using a variety of data models and
encodingswhile retaining semait consistencyMore than one API may be defined to

instantiatea management interface described inraterface Profile Knowledge garnered from
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this phase will feed back into tteterface Profils as well as the reference architecture and
framework.

An API specification defines how software components should interact with each other. In the
context of LSO, an APl is the realization of an Interface Profile for a sp&t#fiagement
InterfaceReferencdPoint. The information exchanged across an API scdbed withina data
modelthat is specifiedn a data modeling language, for example YANG or XSD. Such a data
model defines the structure of data that is conveyed between the two management entities that
bound theManagemeninterfaceReferencePoint.

An API also defines the encoding format (e.g. JSON or XML) that is used to encodealata
representation and format that can be exchanged across the indedaising to the structure
described by thdatamodel, and the protocol that is used tag#ine encodethterfacedata

(e.g. NETCONFRESTCONFor RESTHTTP). The protocol, along with the data model, also
defines the operations that are supportied example, creating and deleting persistent managed
objects, reading and writing attributestibbse objects, etc.

Note that in the context of LSO, an APl does not constrain the implementation of either
management entity to a particular programming language; it simply describes the format and
semantics of messages passed between them.

7.6 APl Referencelmplementations

This section discusses the development of reference implementations based on the API
specificationsAPI Reference Implementations av=F Forum developethanagement protocol
specificimplementations oihterfaces providing the functionadinformation exchanges that
implementManagement Interface Reference Pointthe LSO reference mod&uch Reference
Implementations help to accelerate the development of open and interoperable APIs that will
bring about the realization of LS@PI Reference Implementations dsased on the functional
requirements described in an Interface Prdalild defined in the associated API Specification

MEF API Reference Implementations may apply MEF specifications as well as specifications of
partnering SDOsT o help accelerate the development of LSO API Reference Implementations,
the MEF Forum sponsors events such as LSO Hackathon

7.7 APl Implementation Certification

The MEFForumhas unique positioning in the industry WNtEF serviceoriented certification,

and will continue to do so to supportthe LSO Vismi MEF’' s ThAPrd Net wor k
Implementationgire essential for the realization of L&®Isandmaybe incorporated in future

MEF certification programs that will verify the LSO related Afaplementationsncludingdata
exchangdormats and behavioAlso, experience gained during certificatioraybe used to

improveor extend thd.SO Reference Khitecture
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8 High Level Management Requirements

This section describes the high lefugictionalrequirement$or LSO functional management
entities(see Sectio®.1), includingthe Service OrchestratioRunctionality(SOF) Interface
reference poinspecificapplication of tke functionality described in this sectiaiill be

addressdin subsequendocumerd. Theservice lifecycle addresses each functional area from
Product Offering definition through service fulfillment, control, assurance, and billing [MEF 50].

8.1 Agile Product / Service Design

Product and Service development lifecycle management agility is supported wittS@3
abilities to rapidly model or import modular model specifications from diffdesetrs of
abstractions such as Product Offering, Product, Servezgic®@ ComponengndResourceThe
static and dynamic relationshipmonglayers of model abstractionged to be represented
along withtheir behaviors (such as design and assign policies) and actions (such as create,
modify, test, etc.).

Requirements:

[R-LSO-RA-1]: LSO SHALL support the product lifecycle management processas
defined in[MEF 5Q)

[R-LSO-RA-2]: LSO SHALL maintain catalog capabilities in support of:
- ProductSpecifications(from whichProductOffering will be defined and exposed in a
product catalop
- ServiceSpecificationgfor the Service and each Service Component
- Productinstanceto Servicemappingrulesfor each Product Offering
- Service design angblicy assignment

8.2 Order Fulfillment and Service Control

Order Fulfillment and Service Contrslipportthe orchestratiorof provisioning related activities
involved in the fulfillment of a&Customeiorder or a service control request, including the
tracking and reporting of the provisioning progre$ais breaks down into multiple functional
orchestration areas:

- Order Fulfilment Orchestratiomteals with decomposing a customer order into one or
multiple service provisioning activities and orchestrating of all customer-cetted
fulfillment activities;

- Service Configuration and Activation Orchestraticespmsible for the design,
assignment, and activation activities for the-éme&nd service and/or some or 8krvice
Componers;

- Service Control Orchestratiopermits the service to be dynamically changed within
specific bounds described in policies tha astablished at the time of provisioning;
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- Service Delivery Orchestratioresponsible for the service delivery via network
implementation delegation of eaSlervice Componerib their respective delivery system
or mechanism; and

- Service Activation Testing Orchestration (see Sedi@n coordinates all service
activation testing activities, for parts and/or the completeterend service.

8.2.1 Order Fulfillment Orchestration

Order Fulfillment Orchestration is triggered frenCustomeiorder, generally originating from a
businesspplicationsuch as &ustomerelationshipmanagemensystem oorderentry system.
This set offunctionalitywill deliver an order initiatedapidon-demand customer experience
provided all activities are automatets responsibilities include, but are not limited to:

- Scheduling, assigning and coordinatfdgstomerprovisioning related activities;

- Generating the respective service creatiorodification/ move/ deletion request(s)
based on specifiCustomelorders;

- Undertaking necessary tracking of the execution process;

- Adding additional information to an existil@ustomerrder under execution;

- Modifying information in an existingustomeiorder under execution;

- Canceling &ustomeiorder when the initiating sales request is cancelled;

- Monitoring the jeopardy status Glustomeiorders, and escalatirigustomerorderstatus
as necessailip accordane with local policy

- Instantiating, when appropriate, an event for the billing sysaeah

- Indicating completion of &ustomeiorder by modifying th&€ustomerorder status.

Requirements:

[R-LSO-RA-3]: LSOSHALL be able to decomposeCaistomerorder into one or multigl
service provisioning activities (such as multiple service requests), and orchestrate these
provisioning activities.

[R-LSO-RA-4]: LSO SHALL ensureCustomeiorder relateghrovisioning activities are
assigned, managed and tracked efficiently to meet the agreed atedtcommitted
availability time or date.

Note thatLSO should enable staggered billing per site, for example, in cases where one
or more sites, in a muiite Customeiorder, were to get into exception/fallit stages for
a long duration or require Iger duration manual activities.

[R-LSO-RA-5]: LSO SHALL be able to receive a complet€dstomeiorder, with content
based ora Product Offering andefinition within a product catalag

[D-LSO-RA-1]: LSO SHOULD be able to orchestrate diverse proehatated activities,
based on an incomingustomerorder (which may comprise many dependent and
independent order lines), such as initiating the billing process, coordisaipdy chain
managemenfor delivery of a prchased CPE, coordinating with otlservice fulfillment
systems within the Service Providedomain etc.
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[D-LSO-RA-2]: LSO SHOULD supportcustomeiorder revisions (add or modify order
elements, such as adding a new site taCiistomeirorder, or modifying a site
bardwidth) in case they are submitted against an order which is still in progress.

[D-LSO-RA-3]: LSO SHOULD supportcustomerorder cancellation, including rollback,
intercepting the order fulfillment execution.

[R-LSO-RA-6]: LSO SHALL be capable of orchestrating business and operagigysort
systemge.qg.,billing andrevenuemanagementustomerelationshipmanagementault
managementandperformancd SLA management

[R-LSO-RA-7]: LSO SHALL undertake necessary tracking of the execution process,
dynamically modify and report tHeustomerorder status, and monitor the jeopardy
status ofCustomeiorders, escalatinGustomeiorders as necessary.

8.2.2 Service Configurationand Activation Orchestration

At a high level, the Service Configuratiand ActivationOrchesration is responsible for the
designof the endto-end service, includinthe selection ancbuting of the Servicever the

involved cdomains(e.g., Forwarding Domaing)nd theService Componergarameters, as well as
the calculation of the 1| istioh ofpmditisksc a | act.i
necessary to instantiate the Seryit®t must get executed for the implementation of the service.
Specifically,Service Configuratioand ActivationOrchestration encompasses allocation,

design, and configuration of specifservicesor Service Componesin support of Product
Instanceso meetCustomerequirements, or in response to requests from other processes to
alleviate specific service capacity shortfalls, availability concerns or failure conditions.

support of Service Configuratiand ActivationOrchestrationl.SO applies details from the
Product Gfering and the Customer ordey designthe endto-endService andidentifiesthe
edgeto-edgeService Componesthat comprise th&ervice Network DomainControllerswill
designand configureeach Service Componentthin theirdomain.

Responsibilities of the Service Configuratimmd ActivationOrchestration include, but are not
limited to:

- Verifying whether specifiServiceRequessought byCustoners are feasible;

- Decomposition of the Service into Service Components

- Allocating the appropriate specific service parametatisin each Service Componetat
support serviceequestscontrol requests, or requests from other processes;

- Reserving specifiservicerelated resource# neededlfor a given period of time until
the initiatingCustomeiorder is confirmed, or until the reservation period expires (if
applicable);

- Configuring specific services, as appropriate;

- Recovery of specific services;

- Updating of the Servicstate informationo reflect that the specific service has been
allocated, modified or recovered,;

- Assigning and trackin§ervice Componergrovisioning activities;
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- Managing service provisioning jeopardy conditi¢eg)., Conditionshat add to the risk
of missinga confirmed due dater activity required to continue processing the Service
Request, such asapacity is not\ailable,capability is not spported, etc;)and

- Trackingprogress on serviamnfigurationsand activations

Requirements:

[R-LSO-RA-8]: LSO SHALL be able tadetermine the necessa®grvice Componestand
configurations needed to suppoiBervice

[R-LSO-RA-9]: LSOSHALL be able to dynamically design and assignnectivity
resources t&@ervices based on its understanding of the underlying network topology
(across one or multiple internal and/or external netwarksjder to manage the
fulfillment and assurance of Connectivity Services

[D-LSO-RA-4]: LSO SHOULD be able to retrieve topologgformation fromNetwork
Domain Controlles.

[R-LSO-RA-10]: LSO SHALL own and manage a stateful inventory of services, network
topologieqforwarding domaindounded by external and internal interfaces on edge
network elements or network functions) and, optionally, resourcés\verdirectccess
to such external sourcés.g., domain managers)sed as metadata for the dynamic
computation of addmodify / delete orders or service control requests for Connectivity
Services.

[D-LSO-RA-5]: LSO SHOULD support the serviceiew, networkview, and topology
view abstractios (as described in Sectidd of this document

[R-LSO-RA-11]: LSO SHALL be able to dynamically compute the list of technical actions
to be supplied to the Service Delivery Orchestration praceseribed in Sectio®.2.3
as an orchestration delivery pléincluding the designed service layout, infrastructure
resource requirements, and associated schaesigl}ing from servie topology and/or
configuration changes to the stateful inventory in relation to part or all of one or more
Customerorders or Service Control requests.

- This includes anustomeror system requests such as create, modify, move, delete,
rollback, changedministration status, etc. against any or all parts of thet&fohd
Connectivity Service and/or its construdtdote that technical actions may be related
to one or multiple internal networks managed by the Service Provider, but also
targeted to exterhaetworks managed by Wholesale Proviglers

[D-LSO-RA-6]: Technical Actionsn LSO SHOULD include validation, feasibility
checksprovisioning ofnetwork connectivity (e.gForwarding Constructsand logical
termination point&s describeéin Sectionll), requests to spin up new network functions
(e.q., firewall function, monitoring function, etcrequestto deliver a physical network
function,andrequestsd order relevant Access ProviderBpductOfferings (e.g.,an E
Access type produgcetc).
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[R-LSO-RA-12]: LSO SHALL identify manual service configurati@nd activation
activities which were not or could not be automated orchestrate tracking of thefor
deliveryof the Endto-End Connectivity Service.

8.2.3 Service Control Orchestration

While Order Fulfillment Orchestratiodeals with establishing or modifying a service through the
ordering process, Service Control permits the service to be dynamically changed veitific sp
bounds described in policies that are established at the tiarderfng After a service is
provisioned and establishdd5O may enabl&erviceControlto Customes/ parties, such abe
ability to modify attributes subject szhedule policieandserviceconstraingolicies withfor
examplespecifiedranges of valid valuesSuch dynamic behavior and associated constraints are
defined based on the Prod@fferingand Producimplemented by the ServicBerviceControl
relates to capabilitiesush as turning on or off connections, throttling bandwidtbtberQoS
characteristics, etc

Service Control Orchestration is triggered from a service configuration change request, for
service aspect s (edgeds defiredin MES 4Mrtonmra@ustoneeinitiated
servicecontrolrequest, acheduled service change evemtany other automated control means.
This function allowsCustomes and/or systems to actively control the dynamic behavior of the
Services (includingboth connectionsral interfaces)¢onstrained by ustomerand service

policies in terms of service status or service configuration change actions allowed or not, and
with approved characteristics value ranges or sets. As examples, LSShippayt the throttling

up ordownthe bandwidth associated with specific connections (including on a per CoS basis)
within defined constraints (e.g., bounds or ranges), and turning on and off specific secess
pointswithin establishederviceinterfaces in accordance with their sified service policies

Service Control Orchestratiorsponsibilities include, but are not limited to:

- Scheduling, assigning and coordinating service control related activities;

- Undertaking necessary tracking of the execution process of service coeqtrests;

- Adding additional information to an existing service control request under execution;

- Modifying information in an existing service control request under execution;

- Modifying the service control request stgtaed ndicating completion of a sace
control request

- Canceling a service control request;

- Monitoring the jeopardy status of service control requests, and escalating service control
requests as necessaand

- Instantiating, when appropriate, an event for the billing system to captyvelitye
constrained change

Requirements:

[R-LSO-RA-13]: LSOSHALL be able to receive a service control request, with policy

constrained content based on subsets of service specifications, defined within a technical

catalog, or based on service administration status change.
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[R-LSO-RA-14]: LSO SHALL be able to decompose a service cdirquest into one or
multiple Serviceconfigurationand activatioractivities, and orchestrate these
configurationand activatioractivities.

[R-LSO-RA-15]: LSOSHALL be able to determine the necessary Service Components and
configurations needed to suppoidevice nstance

[R-LSO-RA-16]: LSO service control orchestrati@HALL ensureCustomelService
configurationand activatioractivities are assigned, managed and tracked efficiently to
meet the agreed or estimated committed availability time or date.

[R-LSO-RA-17]: LSO SHALL supportchanging the administrative state (e.g., enabled or
disabled) ofa Service anceach of its Service @nponers.

[D-LSO-RA-7]: LSO SHOULD support service control request revisions (add or modify
request elements, such as modifying a site bandwidth) in case they argesibgainst
a request which is still in progress.

[D-LSO-RA-8]: LSO SHOULD supportservice controtequest cancellation, including
rollback, intercepting the service control request execution.

[R-LSO-RA-18]: LSO SHALL be capable of orchestrating service control requests with
operatims support systemntbat need to be aware of changes to Service attritautels,as
Fault Management and Performance / SLA Management.

[R-LSO-RA-19]: LSO SHALL undertake necessary tracking of the execution process,
dynamically modify and report tféustomeiservice control request status, and monitor
the jeopardy status of service control requests, escalating service control requests as
necessary.

[R-LSO-RA-20]: Upon completion of any billingmpacting changes due to Service Control
Orchestration, LSGHALL , where applicdle, generate a service control change event
targeted at thbilling system.

8.2.4 Service Delivery Orchestration

Service Delivery Orchestratiaa responsible focoordinated executioof the service delivery
orchestration plan, considering dependencies and geaderated by Service Configuratiamnd
Activation Orchestration, delegating and tracking the acBea/ice Componestimplementation
to various delivery or implementation systems or metheutsh as

- One or multipleNetworkDomain Controllerge.g., subetwork connectivity)

- An NFV Orchestratofe.qg., virtual CPE delivery)

- Arequest for an Access Provider product order foneffService Componeste.g.,E-
Access);

- Any other system, such as a workforce management systgnigst mile fiber
installaion with human resourcesy Supply Chain Managemerg.@.,delivery of a
physical CPE).
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Requirements:

[R-LSO-RA-21]: LSO SHALL support service delivery orchestration, based on a
dynamically generated delivery pléncluding the designed service layout, infrastructure
resource requirements, and associated schedgianst one or multiple delivery
systems, methods, or partners, to fulfill a portion or the entiretyCafstomeiorder or
service control request.

- Delivery systemsnayinclude: WAN Controllers, SDN Controllers, servioapable
EMSs, NFV Orchestrata;, SDN Orchestratagy etc.

- Delivery methodsnayinclude orchestration of automated and manual methods, the
latter being either explicitly managed by LSO or delegated to tmnat system (ex:
a manual provisioning system, a workforce management system, a supply chain
management system, a project management system, and so forth).

- Delivery via partnersnayinclude orchestration of requests to partners (via direct
order or viamternal request for order) to create, modify, move, dedet@|lback
Service Componesprovided by partners

[R-LSO-RA-22]: LSO Delivery OrchestratioBHALL undertake necessary tracking of the
execution process of technical actions, dynamically report the deliang sand
monitor the jeopardy status of technical actions, initiatingdatlmanagement as
necessary.

8.3 Service Testing Orchestration

Service Testing Orchestration plays a critical role witth® by automating the tegincluding
Service Activation Testing and-8ervice Testingand verification ofConnectivity Servicg,
seamlessly, across multiple operator netwdrks.Carrier Ethernet, Service Activation Testing
is currentlydescribed in [MEF 48].

LSO may beused to orchestrate and control the different systems capable of conducting tests and
reporting onConnectivity Service. These systems may be implemented within the network
infrastructure, the element control managers or can be deployed on demaadormtbf

virtual machines.

As the different locations and network elements involved in the fulfillment cfeedd
Connectivity Service may not all be available at the same time, the Service Testing
Orchestration flexibility allows for redlme staggeed testing, from simple unit level
connectivity tests, to er-end comprehensive Service Activation Testing.

Customer acceptancereceived from the Customer. TBeaistomemmay view their particular
services test results, or under special agreeméintingir Service Providerbe able to perform a
set of predefined service acceptance tests.
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Requirements:

[R-LSO-RA-23]: LSO SHALL orchestratendto-end network connectivity testing,
includingflexibility for staggered testinde.g., testing two different OVCs in the
operator networks before testing the EVC)

[D-LSO-RA-9]: LSO SHOULD orchestrate the performing 8ervice Componenével
testingat theResource Managemeletvel with systems capable of conducting and
reporting onService Componertests.

[R-LSO-RA-24]: LSO SHALL facilitate and coordiateendto-end service testand issue
testing requests, via AP systems capable of conducting and reportin§envice
Componentests.

[D-LSO-RA-10]: LSO SHOULD orchestrate€Customeracceptance testing

8.4 Service Problem Management for LSO

Service ProblenManagementapabilitiesfor LSO support alarm surveillance, including the
detection of errors and faults. LS@ay receivaroublerelated information abothe Service,
either eneto-end or peeachService ComponenThis information is organized to facilitate the
evaluation otheoverall performance and statassociated withthEu st omer '.s Ser vi ce
Customersnay beprovided with troubleelated information by LSO so that they may track the
service impact and status of trouble resolution. Reports related wittotireectivity Service

may beprovided to theCustomerincluding: correlated alarms, performance events, trouble
reports, the potential root cause, and the identified impact ddaheectivity Service. The
Customemay also control the filtering of rege and notifications and may provide reports of
problems and related information back to #ervice Providem order to aid resolutiorservice
Problem Managemergpabilities in LSO also allow teustometto provide feedback on the
proposed resolutiomhe Customemay also request that sendadated tests be performed by
the Service Provideon their behalf.

Requirements:

[R-LSO-RA-25]: LSO SHALL support &arm surveillancedetection ofrrors and faults
and correlation to services

[R-LSO-RA-26]: LSO SHALL orchestrateservice levefault verification, isolation, and
testing

[R-LSO-RA-27]: LSOSHALL evaluate and present the service impadpecific failure
conditions (e.g.specifying which services are negatively impacted by a specific fault on
a network resourge

[R-LSO-RA-28]: LSO SHALL reportcorrelated alarms, performandegradationstrouble
reports, etc. tthe Customerjncluding the potential root cause and identified impact on
services
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[R-LSO-RA-29]: LSO SHALL control filtering of problem relateahotifications

[R-LSO-RA-30]: LSO SHALL provideproblemrelated information allowing the status of
problemresolutionto be tracked

[R-LSO-RA-31]: LSO SHALL orchestrat&Connectivity Servicéault recovery

8.5 Service Quality Management for LSO

Service Quality Management capabilities in LSO include the collection of service performance
information(e.g., delay, loss, etc.) in support of key quahtjicatorsacross alhetwork

operators who participate in delivering ttannectivityservice This also includes gathering of
feedback from th€ustomeyincludingCustomesprovidedperformance measuremengervice
quality is analyzed by comparing the service performance metrics with the service quality
objectives described in the SLS. The results of the service quality analysis are provided to the
Customeias well as information about known events that mgyact the overall service quality
(e.g., maintenance events, congestion, relevant kipoabiems demand peaks, etc.). LSO
Service Quality Managemeoapabilities also include capacity analyisisupport oftraffic
engineeringtraffic managemengnd ®rvice quality improvement. Holistic and responsive

traffic engineering capabilities manage aggregate traffic flows though the network based on
measured and predicted demands in order to effectively meet the demand while maintaining
service quality objectes.

Requirements:

[R-LSO-RA-32]: LSOSHALL collect service performance related information across
involveddomairs.

[D-LSO-RA-11]: LSO SHOULD gatherCustomeiperceived quality feedback

[R-LSO-RA-33]: LSOSHALL analyzeservice qualitypy comparing the service
performance metrics with the service bjyaobjectives described in the SLS

[R-LSO-RA-34]: LSOSHALL allow the definition othresholdson service performance
metricsbased orservice quality objectives

[R-LSO-RA-35]: LSOSHALL provide performance information relevant to the Service.

[R-LSO-RA-36]: LSO SHALL provide the results of theervice quality analysis the
Customer, includingnformation about known events that may impact the overall service
guality (e.g., maintenance events, congestion, relevant known troubles, demand peaks,
etc.)

[R-LSO-RA-37]: LSO SHALL performtraffic andcapacity analsisin support otraffic
engineering

[R-LSO-RA-38]: LSO SHALL perform service quality improvemeta address detected
degradations
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[R-LSO-RA-39]: LSO SHALL coordinate thenanagement of aggregate traffic flows
though the network based oapacity analysis angtojected demands

[R-LSO-RA-40]: LSO SHALL allow the efinition of end-to-endSLA enforcement /
assurance / resolution policies associated witliPtioductOffering.

8.6 Billing and Usage Measurements for LSO

Billing and Usage Measurements capabilities in LSO enable operators to gather and provide
usage measurements, traffic measurements, and sezlated usage events (e.g., changes in
service bandwidth, etc.) describing the usagsasfZice Componestand asociated resources.

LSO billing and usage measurement capabilities are responsible for the collection and correlation
of such information relative to specifi@onnectivity Service Exception reports may be

generated to describe wheéervice Componestand resources have been used beyond the

usage commitments as described in the SLS.

Requirements:

[R-LSO-RA-41]: LSO SHALL supportthereporting of the usage of service capabilities and
associated resources

[R-LSO-RA-42]: LSO SHALL assembleService Componentsage datéo compose an
endto-endview of service usage

[R-LSO-RA-43]: LSO SHALL capture control based service events (chanppamuwidth
etc.)

[D-LSO-RA-12]: LSO SHOULD generatexception reports to describe where service
resources have been used beyond the commitments as described in.the SLS

[D-LSO-RA-13]: LSO SHOULD includebilling managementapabilitiesas described in
MEF 50

8.7 Security Management for LSO

SecurityManagemenin LSO provides for the protection of management and control
mechanisms;ontrolledaccess to the network, andntrolled access tgervicerelated traffic that

flows across the network. Such secuntgnagementapabilities support the authentication of

users and applications and provide access control to the variety of capabilities on the APIs
supporting management and control based on the agkgned to each authorized user. The
securitymanagementapabilities of LSO include encryption and key management to ensure that
only authenticated users are allowed to successfully access the management and control entities
and functionsLSO securitythwarts network attacks by taking responsive steps, such as applying
filtering controls on specified traffic flows, when a specific threat is identiAedSO specific

threat model may be developed as an additional LSO related document.
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Requirements:

In order to ensure the integrity and security of the management and control mechanisms
supported withirL,SO:

[R-LSO-RA-44]: LSO SHALL provide aithenticatiorfor all managemennteractions
across LSO Interface Reference Paints

[D-LSO-RA-14]: LSO SHOULD provide ple based access contfof users

[R-LSO-RA-45]: LSO SHALL support ecryptionacrosscrossadministrative domain
interfaceqe.g., Service Provider to Partner interfaces, and Service Provider to Customer
interfacesandthe associatekley managemerapabilities

[R-LSO-RA-46]: LSO SHALL orchestratehe mamagement ofule based traffidiltering
controlsfor Connectivity Services

[R-LSO-RA-47]: LSO SHALL maintaininformation related to truselationships with the
domainsand entities with which the components in LSO interact.

8.8 Analytics for LSO

Analytics capabilities in O support the fusion and analysis of information among management
and control functionality across management domains in order to assemble a relevant and
complete operational picture of the elmeend Connectivity ServiceService Componest and

the suporting network infrastructure both physical and virtual. Analytics ensures that
information is visible, accessible, and understandable when needed and where needed to
accelerate decisiemaking. For example, LSO analytics may utilize service fulfillmeantrol,

and usage information to predict and trend service growth for the network operator.

Requirements:

[R-LSO-RA-48]: LSO SHALL support thedsion and analysis of information among
management and control functionality across management domains

[R-LSO-RA-49]: In support of analyticd,SO SHALL assemble a relevant and complete
operational picture of thBervices Service Componest and thessociatedupporting
network infrastructure, both physical and virtual

[R-LSO-RA-50]: LSO SHALL ensure that information is visibendaccessible when
needed and where needed to accelerate decisaimg

[R-LSO-RA-51]: LSO SHALL support pediction and trending of service growahd
resource demand as compared to available resource capacity
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8.9 Policy-based Management for LSO

The behavior o SO may be precribed by the set of rules under which the Ldid€hestration,
management and control logic must operate. Service policies may be encoded in such rules in
order to describanddesignthe dynamic behavior oBervices CoordinatedConnectivity

Service relies on the orchestration of distributed capabilities across potentially many internal
networks and many network operators to enabletesthd management. LS@licy-based
managementapabilities provide rulebased coordination and automatiomanagement
processes across administrative domains supporting effective configuration, assurance
control of servicesral their supporting resources.

In LSO, service design polici@sayenable the design and creation of ¢o@nd network

services, ad are aimed at g automated to adhere to tRaaSparadigmas described in the
Third Network Vision.Furthermore, service objectives may be implemented as sets of policies
with eventtriggered conditions and associated acti@sswell as inteAbasedoolicies Such

policies would adjust the behavior sérvices and service resouredacluding bandwidth,

traffic priority, and traffic admission controlsallowing Connectivity Serviceto adapt rapidly

to dynamic conditions in order to satisfy criticaterchanging needs and priorities.

Requirements:

[D-LSO-RA-15]: LSO SHOULD provide rules based coordination and automation of
management processes across administrative domains supporting effective configuration,
assurance and control of services and their suppd@engice Componest

[D-LSO-RA-16]: LSO SHOULD supportservicerelatedpoliciesthatencode ruleghat
describe the design and dynamic behavior of the services

[D-LSO-RA-17]: LSO SHOULD supportservice objectivebased policiethatimplement
sets ofruleswith event triggered¢onditions and associated actions

[D-LSO-RA-18]: LSO SHOULD adjust the behavior of services and service resources,
including bandwidth, traffic priority, and traffic admission conttbiough policies
allowing Connectivity Service to adapt rapidly to dynameonditions

[D-LSO-RA-19]: Within LSO, user/ party and service policieSHOULD be used to control
and bound the objects, parameters, value ranges and states that are allowed to be created,
modified, or deleted.

8.10Customer Management for LSO

There are many types of intetianis between Customers a8drvice Providerthat are relevant
to LSO. For example, &ervice Providemay interact with potentid@lustomes to determine
serviceabilityof a Product Offeringhelping to ensure that the underlying infrastructure is both
cgpable and available to support the desPeaduct Offeringor Servicefor the Customer
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Requirements:
The following requirements support the Customer interactions with LSO:

[R-LSO-RA-52]: LSO SHALL provide capabilities for thEustometo browsethe product
catalogfor Product Offerings

[R-LSO-RA-53]: LSO SHALL provide capabilities for th€Eustometo develop, place and
track ordes.

[R-LSO-RA-54]: LSO SHALL provide capabilities for th€Eustometo request
modification oftheir Service includingrules guiding the dynamic service charactersstic

[R-LSO-RA-55]: LSO SHALL provide capabilities for th€ustomerto provideCustomer
acceptance feedbaekd viewCustomeracceptance testing information

[R-LSO-RA-56]: LSO SHALL provide capabilities for thEustometo view service
performance and fault information

[R-LSO-RA-57]: LSO SHALL provide capabilities for thEustometo placeand track
trouble reports

[R-LSO-RA-58]: LSO SHALL provide capabilities for thEustometo view usage and
billing information

8.11Partner Management for LSO

In support of LSO, the Service Provider will interact with Partriéss example, a Partner may
interactwith the Service Provider to help the Service Provider to deter8ainece feasibility.

The following requirements support the Partner interactions with LSO:

[R-LSO-RA-59]: LSO SHALL provide capabilities for thBartnerto provideproduct
cataloginformationfor Product Offerings

[R-LSO-RA-60]: LSO SHALL provide capabilities for the Service Provider to develop,
place and track orders with the Partner

[R-LSO-RA-61]: LSO SHALL provide capabilities for the Service Provider to modtlifgir
Service including rulegyuiding the dynamic service characteristics with the Partner

[R-LSO-RA-62]: LSOSHALL provide capabilities for the Service Provider to request test
initiation and view test result information from the partner

[R-LSO-RA-63]: LSO SHALL provide capabilities for the Partner to proviéevsce
performance and fault information

[R-LSO-RA-64]: LSOSHALL provide capabilities for the Partner to receive trouble reports

andprovidetrouble status updates

[R-LSO-RA-65]: LSOSHALL provide capabilities for thBartner toprovideusage and
billing information
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9 LSO ReferenceArchitecture

The LSO Referencarchitecturecharacterizes the management and control domains and
functionalmanagemengntitiesthat enable cooperative LSO capabiliti€se architecturealso
identifies the Management Interface Reference Points, the llpgicds of interaction between
specificfunctionalmanagemenrgntities These Management Interface Reference Points are
further defined bynterface Profile andimplementedy APIs. TheHigh LevelLSO Reference
Architectureis shown inFigure2. Note that this is a functional architecture that does not
describe how th&unctionalmanagemergntitiesare implemented (e.g., single vs. multiple
instan@s), but rather identifigsinctionalmanagemengntitiesthat provide logical functionality
as well as the points of interaction among them.

SP Domain Partner Domain

'S .-‘ Business Business
Applications b: ppllcatlons

Coordinator

T Service Orchestration R Service Orchestration
B Functionality : Functionality

Customer LEGATO LEGATO
Application (BUS:SOF) (BUS:SOF)

PRESTO PRESTO
SOF:ICM) SOF ICM)

0 Infrastructure Control "} Infrastructure Control
and Management t. and Management
ADAGIO (ICM:ECM) ADAGIO (ICM:ECM)
t., Element Control "‘ Element Control
and Management L and Management

Network Infrastructure

Figure 2 LSO Reference Architecture

9.1 Definition of LSO Functional Management Entities

This section defines each of the LSO functional management entities within the LSO ecosystem
that are involved in providing the cooperative LSO capabilities. The definition for each
functional management entity describes its logical scope of functionitiéyabbreviation that

is used within the LSO Reference Architecture for each functional management entity is also
provided.
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1 Business ApplicationBUYS): The Service Poviderfunctionality supporting Business
Management Layer functionality (e.groductcatalog, ordering billing, relationship
managementetc.).

9 Service Orchestration Functional{tOBP: The set of service management layer
functionality supporting an agileameworkto streamlire andautomae the service
lifecycle in a sustainable fashion for coordinated management suppaesiom,
fulfillment, control,testing, problem management, quality managemesatye
measurementsecuritymanagementnalytics, and polichased management
capabilitiesproviding coordinated endb-end management and contodlLayer 2 and
Layer 3Connectivity Service.

1 Infrastructure Control and Management (ICM): The set of functionality proviabnggain
specificnetwork and topology viewesourcenanagementapabilities including
configuration, control and supervision of the network infrastruct@. is responsible
for providing coordinated management across the network resources within a specific
management and control domain. For example, a system supporting 1@Mlitias
provides connection management across a specific subnetwork domain. Such capabilities
may be provided within systems such as subnetwork managers, SDN controllers, etc.
Section9.1.1provides soméCM implementatiorexamples.

1 Element Control and Management (ECM): The set of functionality supporting element
management layer capabilities for individual network elemé&iksle a system
supporing ECM capabilitiegprovides for the abstraction of individual infrastructure
elements, it may reflect the element view for multiple elements, but not provide
coordinated management across the set of elements.

1 CustomerApplication CoordinatorQUS): A functional management entity in the
Customer domain that is responsible for coordinating the management of the various
service needs (e.g., compute, storage, netvetcl of specific applications. The AC may
be responsible for thearmonizatiorof cloud servies on behalf of multiple applications.
The AC support€ustomeiinteractions with th&ervice Provideto request, modify,
manage, control, and termind&eoducts or &rvices.

9.1.1 Examples of SDO Architectural Elements within Infrastructure Control
and Management

This section gives some examples of SDO defined architectural elements that provide

functionality within the scope of the LSO ICM functional management entity, namely the ONF

SDN Controller, the ETSI NFV Management and Orchestration Network Functions

Virtualization Orchestrator, and MEF EMS (or Subnetwork Mana¢B.F' s UNI TE ef f or
provides coordination between the MEF Forum and other SDOs (e.g., ONF, ETSI, etc.).

1 ONF SDN ControllefONF TR-504] The functionality in charge of translating the
networkrequirements from the SDN Application layer down to the SDN Datapaths and
providing the SDN Applications with an abstract view of the network including statistics
and events.

1 ETSI NFVManagement and OrchestratioNFV OrchestratofETSI GS NFVAMAN
001} The functionality that manages the Network Service (NS) lifecycle and coordinates
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the management of NS lifecycle, VNF lifecycle (supported by the MidRage) and
Network Functions Virtualiation InfrastructuréNFVI1) resources (supported by the
Virtualized Infrastructure Manageio ensure an optimized allocation of the necessary
resources and connectivity.

1 EMS or Subnetwork Managefrhe ICM may also be implemented by traditional
subnetwork managers (aka WAN Managers) and EMSs that manage the cognectivit
across specific network domains or subnetw@sF 15].

9.2 Definition of Management Interface ReferencePoints

Definitions for each Management Interface Reference Point within the LSO Reference
Architecture are provided in this section. Each Management Interface Reference Point is
identified with a name (e.g., CANTATA), as well as a context identifying the integac60
functional management entities (e.g., CUS:BUS).

1 CANTATA (CUSBUS): TheManagement Interface Reference Pdiatt provides a
CustomerApplication Coordinatofincluding enterpris€ustomes) with capabilitiego
support the operations interactiqiesg., ordering, billing, trouble management, eigth
t he Service Provi ddaraportioB of théiSanveePvidarpepvicda c at i o
capabilities related to tHéu s t o M®ductssand &vices (e.g., Customer Service
Management interfacepince cross domain interactions are supported, additional
security considerations need to be addressed oNM#nagement Interface Reference
Point

1 ALLEGRO (CUSSOR: TheManagement Interface Reference Pdinait allows
CustomerApplication Coordinatosypervisionand control of dynamic servidehavior
(see SectioB.2.3 of the LSO service capabilities under its purview through interactions
with the ServiceOrchestration FunctionalityVhen aCustomer exercises dynamic
service behavior via Allegrahe Service Orchestration Functionaliyst validate each
request using th8ervicespecific policies that govern such dynamic behaBoich
dynamic behavior andssociated constragare defined based on the Product
Specification implemented by the ServiEer example, &ervicespecific dynamic
service policy may describe the range of bandwidth in whiclCtlstomeiis permitted to
throttle Allegro may also b used to share service level fault information with the
Customer Since cross domain interactions are supported, additional security
considerations need to be addressed orMhisagement Interface Reference Point

1 LEGATO (BUS:SOR: TheManagement Interfae Reference Poitetween the Business
Applications andhe Service Orchestration Functionalitgeded to allow management
and operations interactions supporting L&DnectivityservicesFor example, the
Business Applications may, based oGwstomeiorder, use Legato to request the
instantiation of a Connectivity Servideegatomay also allow th&OF todescribe
Services andapabilities it is able to instantia#®&lso, the Service Orchestration Function
may use Legato to ask the Business Applicettito place an order to a Partner provider
for the accesserviceneeded as a Service Component oéagto-endConnectivity
Service.
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T

T

SONATA (BUS:BUS): TheManagement Interface Reference Psinpporting the
management and operations interactions (erdermg, billing, trouble management,
etc.) between two network providers (e.g., Service Proddenainand Partner

Domain) For example, the Service Provider Business Applications may use Sonata to
place an order to a Partner provider for an accesedhat is needed as a part of an
endto-endConnectivity ServiceSince cross domain interactions are supported,
additional security considerations need to be addressed dMahagement Interface
Reference Point

INTERLUDE (SOFSOBR: TheManagement Intéace Reference Poitttat provides for
thecoordinationof a portion of LSO services within the partner domain thateneaged
by a Service ProviderService Orchestration Functionalitythin the bounds and
policies defined for the servic€hrough Interludethe Service Orchestration
Functionalitymayrequest initiation ofechnical operationsr dynamic control behavior
associated with Servicewith a partner networklomain(see Sectio8.2.3. Such
requests must be within the constraints set forth in the policies associated with
establishe®&ervicesandperformedwithout impacting business applicatiof®r

example, to satisfy @ustomer requesthe Service Orchestration Functionalinay
request changes to a GEAN ID mappingata UNIthat residesn a partner domain.
Interlude may also be used to share service level fault information with the partner
domain.Since cross domain interactions aupported, additional security considerations
need to be addressed on thianagement Interface Reference Point
PRESTO(SOEICM): TheresourceManagement Interface Reference Poie¢ded to
manage the network infrastructure, including netwan#l topologyiew related
management functionsor examplethe Service Orchestration Function will use Presto
to request ICMo create connectivity or functionality associated with specific Service
Components of aandto-endConnectivity Servicevithin the domain managed by each
ICM. Prestamay also allow the ICMo describe Resources aodpabilities it is able to
instantiate

ADAGIO (ICM:ECM): The elemenManagement Interface Reference Poie¢ded to
manage the network resources, including elememt keéatedmanagement functions

For example, ICM will use Adagio to implement crassmnections or network functions
on specific elements via the ECM functionality responsible for managing the element.

NOTE: For more details about the types of interactemgsioned for each Management
Interface Reference Poirfiable5, entitled,Examples of High Level Interactions per LSO
Management Interface Reference Ppomay befound in Appendix | (Sectiof3).
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10 Operational Threads for LSO

Operational Threads describe thigh level Use Casaxf LSO behavior as well as the series of
interactions among LSO management entities, helping to express the vision of the LSO
capabilities. The interactions described within each Operational Thread will address the detailed
involvement of the Interface Reference Points in the LSO Reference Arctetdeich

subsection identifies and outlines some of the operational threads that will be developed in
subsequent LSO related documents. When fully defimeduture documentach Operational
Thread will describe the orchestration within the LSO Referérchitecture highlighting the
coordination within a Service Providdomain and also addressing theeractions with both the
Customer domain and Partner dom&maddition, when fully defined, Operational Threads will

be mapped to the requirementsytisepport inthe LSO Reference Architecture and Framework.

Operational Threads identified for LSO include:

Designing and Launching a New Product Offering

Partners ofboarding

Product Ordering and Service Activation Orchestration

Controlling aService

Custaner Viewing Service Performance and Fault Reports and Metrics
Placing and Tracking Trouble Reports

Assessing Service Quality Based on SLS

Collection and Reporting of Billing and Usage

Securing Management and Control Mechanisms
ProvidingConnectivity Services fo€loud

=4 =4 =4 -8 _48_9_95_°5_2°_-2

10.1Designing and Launching a New Product Offering

The Service Provider identifies the need to introduce a new Product Offering. The requirements
of the new Product Offering are determined and assodiatfigttion ofthe produtdetailsis

createdA specification of the Services needed to support Product Instances correspotigeng to
Product Offering isreatedThe Product Offering is added to t@ductcatalogand made

available for potential Customers.

10.2Partners On-boarding

The Service Provider begins a business relationship with Partner peoVviderProduct Offering
capabilities okeachPartner arshared witlthe Service Provider, along with any associated

billing information and quality objectives. Rules gugithe business arrangement with the
Partner may be codified within Policiehe Service Provider may use the details of the Partner's
Product Offerings to identify the potential capabilities of Service Components that could be
implementedising the Pargr's products.
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10.3Product Ordering and Service Activation Orchestration

This Operational Thread addresses the orchestration of activities associated with product
ordeing and service activation within LSO for a Connectivity Service withinProeider
domainand also addressing aRgrtner domain provided portion of tReoduct Instancerhe
Customer browses tt&ervice Provider's product catalagd selects a Produdfferingto order.
LSO fulfills the order by selecting, assigning, configuring and activatie@ppropriat&ervices
and associateesources that support the ordered Prothstance Service activation testing
may be performed to verify proper configuration.

10.4Controlling a Service

The Customer initiates a requestiymamially control a perntted aspect of itService (e.g.,

bandwidth change or implementing traffic filtering controls, etc.). In the Service Provider

domain, LSO uses the defined service constraints and policies to determine if the dynamic

control request is permitted. If the dynamic control regnestls to be supported by a Service
Component within a Partner domain, LSO coordinates the changes needed to support the request
with the Partner. In addition, LSO effects the necessary changes within ithoovainto service

the request. The Customeraiso informed about the status of the request.

10.5Customer Viewing of Performance and Fault Reports
and Metrics

The Customer wishes to view performance and fault information related to its Predactes

and associated Services. In the Service ProvideathghSO may receive fault and

performance related information abdle Service, either erd-end or peeach Service
ComponentThisinformationis organized to facilitate the evaluationtb& overall performance

and status associated with tBestomer Servicesand Product InstancesSO gathers the
information requested by the Customer and assembiles it into a report. The Customer may also
request that reports be generated on a scheduled or exception basis.

10.6Placing and Tracking Trouble Reports

Trouble Reports rel ated winstahce ant ®erviCes sxdy beplacedlsy Pr o d
the Customer. In the Service Provider, LSO gathers and fuses trouble and fault information

rel at ed t o Ptotiuet InSances afBbreice ansl associates it the Trouble Report.

LSO would also attempt to remedy the reported trouble by reconfiguring, reassigning, and / or
rerouting aspects of the Service. LSO also indicates if manual intervention is required to resolve

the trouble, and tracks the status of arspamted repair activities to help determine trouble

resolution status. The status of trouble resolution is reported back to the Customer.
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10.7Assessing Service Quality Based on SLS

The Service Provider needs to determine if the Blt& Servicas being metService quality is
analyzed by gathering the necessary service performance related measurement and comparing
these service performance metrics with the service quality objectives described in the SLS.

10.8Collection and Reporting of Billing and Usage

The Serice Provider gathers relevant usage measurements and usage events in order to generate
and provide a bill to the Customer. LSO collects usage measurements, traffic measurements, and
servicerelated usage events (e @ustomeinitiatedchanges in servideandwidth, etc.)

describing the usage of Service Components and associated resources. This information is
correlated to specific Services and Product Instances. The appropriate business applications
perform rating and billing based on the usage informatiahbusiness rules. Where Service
Components have been used beyond their SLS commitments, exception reports may be
generated. Note: Partner domains may also be involved in reporting usage and generation of
billing information.

10.9SecuringManagement and Contol Mechanisms

The Service Provider needs to provaeurityfor its management and control mechanisms. In
this Operational Thread, LSO manages controlled access to management anducmtivok
including authenticatigrauthorization and auditingvithin LSO and with Partner and Customer
domains.

10.10  Providing Connectivity Services forCloud

The CustomerApplication Coordinator in the Customer domain manages the various service
needs of the cloud based applications it is supportimgayt determin¢hatadditionalcapacityis
needed between two data centers in order to provide for the demands of the applications. The
CustomerApplication Coordinator interacts with the Service Provider to control the bandwidth
of the Connectivity Services between thése data centers.
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11 LSO Management Abstractions and
Constructs

In this section.SO Management Abstractior@d @nstructsare describeth terms of

information categories and high level information classes including sample properties (e.qg.,
attributes and associations), while the detailed logical information model will be docurbgnted
theMEF. These abstractions and construafree a ommon technology independent
representation of connectivity, topology and infrastructure, while providing the means to extend
the model with technology specific details in a semantically rich fashion (including MEF specific
service attributes)This will help ensureéhatthe LSO functionality and information is developed

in a logically consistent fashion, allowiiggervice Providex to readily integrate such capabilities
into their management environmerfggure3 shows the different Management Abstractions in

the context of LSO, along with some example information classes.

Management Information Class Examples per LSO RA
Abstractions Management Abstraction View Context
Product View Business
Applications
Service

Orchestration
|(Provider domains
& multi-domain)

Service View

. Infrastructure
Resource View
Control &
Network & Management
Topology (Subnetwork)
Element & Element Control
Equipment & Management

Figure 3 Management View Abstractions

There arghree maimbstracted management views in the LSO environment:

1 Product View The product domain is specific to the interaction betweetisetomer
and theProduct Offering®f aService Provider TheProductinstancenvolves the
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purchasing, or procurement, of spiecProduct Gferingsfrom a product catalog by a
Customerand all other commercial aspects related tcCihgtomer Broductinstance
such as billingProductSpecificationglefine the individual product characteristics that
are used to create diffegatedProduct OfferingsSoftware systems implementing
ProductOffering and Produdihstancerelated functionality have traditionally been
businessupportsystemsin thebusinessnanagementomain

1 Service View A Product Instances realized as one or mogervicesand associated
resources; thuServices are tightly bound ®roduct Instancesnd may be viewed to
represent th€ustomerexperience of theroduct Instancthat has been realized within
theService Providér s i rcture. & Sdrviceis visible and directly usable by the
Customey but may be divided within the Service Provider's infrastructure into one or
more Service Components, for instance corresponding to forwarding domains at the
resource layer or to underlyingaess services that the Service Provider has purchased
from a Partner domain. Service Components are not visible to the Custofigvare
systems implementing service related functionality have traditionally dygenational
support systemis theservice management domabn service management systems
Note: in the TM Forum SID [TMF GB922], a Service is refered to as a Customer Facing
Service (CFS) and a Service Component igrefeto as a Resource Facing Service
(RFS).

1 Resource ViewServices aréelivered via resources in the network, whether physical or
logical. Physical resources are actual hardware, and logical resources can be viewed as
functionality provided by specific piesef hardware. The resource view can be further
subdivided into he Networkand Topology Vew and the Elemerand Equipment View
TheNetwork and Topologyiew encompasses all the functicarossnetwork
elements, on the basis of administrative network domains EEment and Equipment
View pertains to the managemaerita specific set of devices. Software systems
implementingNetworkand Topology Viewunctionality have traditionally been
operational support systenmsthenetwork management domannetwork management
systems The Elemenand EquipmenView focuseson the physical and logical
resources within a single network element, or group of similar network elements.
Software systems implementiigement and Equipment Viefunctionality have
traditionally beeroperationakupport systemis theelementmanagemet domainor
element management systems

Each of these management views is further described in the following subsections.
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11.1Product View Abstractions

Customers need to be able to express their needs in order to determinBnotistt Gferings

can support their requirements and Service Providers need to be able to match these requirements
to technical specifications to realize theoduct Gfering. A ProductOffering represents what

is externally presentedtothea r ket f or t Ihcan bmasseklaed frosn a vessable
ProductSpecificationwhich describes characteristics of fi@duct Offeringhat are made

externally available, both tangible and intangible objectstaaluct catalogontains a list of

Product Offering for sale, wth prices and illustrations, for example in book form or on the web.

A Productinstancerepresents the subscription dPeoduct Offeringoy a Customeywho

normally is the purchaser of tiReoduct Instance Thus theéProduct hstance is the instantiation

of aProduct Offeringor a givenCustomer

The ProductSpecifications can be used Bgrvice Provides to create differentiaté@roduct
Offerings.For example, for Carrier Ethernet thegecificationgnaydefine traditional ELINE,
E-LAN, and ETREE praluct characteristics for EVC based servi@swell as specialy-
Accessand ETRANSIT characteristics for OVC based services. ThReeductSpecifications
will define the characteristics of UNENNI service interfaces, the EVIGOVC asConnectivity
Services, and the associated service access points, or endpoints of the connection.

For the most part, these product characteristics will raaplito the service characteristics
found in aServiceSpecification in the Servic¥iew, and in the case dEthernet Services,
reflect the service attributes found in the MEF 6.x, MEF 10.x, and MEF 26.x technical
specifications. The linkage from the ProdWaw and the Servic¥iew is precisely through the
ProductSpecification to the&Service Pecification, androm theProduct Instanct theService

Tables 3 and 4 below show an example of part of a Product Offering definition, e.g. "Super
Metro Ethernet Line" being offered by Service Provider "World Telco". In this case, the Product
Offering corresponds tan EPL serviceNote: the definition of the Product Offering is

applicable to ALL Product Instances that are creSdice Provider

UNI Product Characteristics Product Characteristic Value(s)
Product Offering Mme "Super Metro Ethernet Line"
PhysicalLayer 10M Full Duplex 100M Full

Duplex, 10/200M AuteNegotiation,
1 G Full Duplex or10G Full

Duplex
Service Multiplexing “No’n e
Bundling “None”
Max Frame Size “1522”
All to One Bundling “Enabl ed”
Max number of EVCs “ 1

Et c ....

Table 3 Example Definition of UNI Product Characteristicsin a Product Offering
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EVC Product Characteristics

Product Characteristic Value(s)

Product Offering Mme

"Super Metro Ethernet Line"

EVC Type “P2P”

MaxNumUNIs “ 2

CE Vlan IdPreservation “True”

CE Vlan Cos Preservation “True”

Unicast Service Frame Delivery “Unconditional?”
Broadcast Service Frame Delivery |“ Uncondi ti onal ”

Et c ...

Table 4 Example Definition of EVC Product Characteristicsin a Product Offering

11.2ServiceView Abstractions

The service represents the intent of §egvice Provideto deliver the features as specified in the
Customer Product InstanceFor example, in the case of Carrier Ethernetbevicemay be a

UNI-to-UNI EVC based service offered bysarvice Provideror a UNFHo-ENNI, ENNI-to-

ENNI OVC based service offered by an operato&ervice may be divided into one or more
Service Componest each representingoartion of the endo-endconnectivitythat traveses a

single administrative domainf, for example, a Service Provider buys an OVC from an

Operator in order to provide an eta@dend EPL Service to the Customer, the Service Provider

and the Operator may have different perspectives on the OVC. With®ervice Provider's

management system, the OVC is viewed as a Service Component of izseeeigcEPL Service,

whereas within the Operator's management system, the OVC is viewed as the Beegee.

differentperspectives are illustratedfigure4. In Figure4, interfaces at the boundaries between

different parts ba Service Prod e r

<

S

Nt er naed'INNlet wor k

Service; UNI to UNI (EVC)

ServComp; UNI to ENNI ServComp; ENNI to INNI

ServCompg UNI to INNI

ServComp

UNI toINNT_"INNI toENN
T >

Service Provider Perspective
Service; UNI to ENNI (OVC)

ServComp

3 Party Access Operator Perspective

Figure 4 Example of Service View Abstraction
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11.3ResourceView Abstractions

The Resource View is comprised of thetwork and Topology View and Element and
Equipment View abstractions he next twasulsections use the ONF Core MofleINF TR
517 to describean example oNetwork and Topology ViewndElement and Equipment View
abstractions.

11.3.1Network and TopologyView Abstractions

TheNetwork Control Domain represents the scope of control that a partibldawork Domain
Controller or WAN controller has with respect to a particular network, i.e., encompassing a
designated set of interconnected (virtual) network elem&hestopology of the networknay be
defined based oRorwardingDomains (FI3) andLinks, which represent adjacency between
FDs. TheFD is the topological component which represents the opportunity to enable
forwarding between points regsented by ogical TerminationPoints (LTPs). The LTP
encapsulates the termination, adaptation and OAM functions of one or more transport layers.

The FD contains instancesEdrwardingConstructs (FG) of one or more layer networks.g.,

OCh, ODU, ETH, and MPLSthus @fining the transport for any given Service. The FD

provides the context for instructing the formation, adjustment and removal of RE€ED

supports recursive aggregation such that the internal construction of an FD can be exposed as
multiple lowe level FDs and associatddnks (partitioning).

The FC effects forwarding of transport characteristic (layer protocol) information between two or
more LTPs.The association of the FC to LTPs is madeBnidpoints(essentially the ports of the
FC).

An FC supports recursive aggregation such that the internal construction of an FC can be
exposed as multiple lower level FC objects (partitioning). An FC can have zero oRroutes,
each of which is defined adist of lower level FCs

The FC canepresent many different structures including pdospoint (P2P), pointo-
multipoint (P2MP), rootedanultipoint (RMP) and multipoirto-multipoint (MP2MP) bridge and
selector structure for linear, ring or mesh protection schemes.

11.3.2Elementand Equipment View Abstractions

The Network Elementrepresents a network devircethe data plane or a virtual network element
visible in the interface where virtualization is neededthe direct interface from an SDN
controller to a network devida the datglane, theNetwork Elementdefines the scope of

control for the resources within the network element, e.g., internal transfer of user information
between the external terminations (ports), encapsulation, multiplegergultiplexing, and

OAM functions, etc.The Network Elementprovides the scope of the naming space for
identifying objects representing the resmg within the Network Element.
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Where virtualization is employed, tiNetwork Elementrepresents a Virtudletwork Element
(VNE). The mapping of the VNE tdn¢ Network Elements is the internal matter ofXtedwork
Domain Controllethat offers the view of the VNEetwork Elementinstances can be created
(or deleted) for providing (or removing) virtual views of the combination of slices of network
elements inthe data plane.
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13 Appendix I: Informative: Management
Interface Reference PointExamples

TheLSO Management Interface Reference Points portray pofritgeraction between LSO
functional management entities in the LSO reference architecture. To help characterize the
behavior of each LSO Management Interface Reference Point, this appendix provides
informative examples of high level interactions.

LSO
Management
Interface
Reference Point

High Levelnteraction Examplegnon-exhaustive)

SupportsProductrelated management interactions between the Service
ProvideQ & . dza A y S aand thelQudtomépplicatidnyCaordinator

CustomerApplication Coordinatobrowses the product catalog for Produ
Offerings that are available for the Customer to select.

Based on Product OfferingSustomerApplication Coordinatodevelops
places, tracks, and changeProduct Orders.

CANTATA CustomerApplication Coordinatorequestsmodification of Product
(CUSBUS) | |nstances.

CustomerApplication Coordinatoreceives information about the
scheduled maintenance that may impact thBrmoduct Instances

CustomerApplication Coordinatoplaces and tracks troubleports.

CustomerApplication Coordinatoqueries and views usage and billing
information.
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LSO
Management
Interface
Reference Point

High Levelnteraction Examplegnon-exhaustive)

ALLEGRO
(CUS:SOF)

Supportsservicerelated management interactions between the Customgd
Application Coordinatoand the Service Provided { SNIJA OS |
Functionality

CustomerApplication Coordinatocontrols Service by requesting change
to dynamic parameters as permitted by service policies.

CustomerApplication Coordinatogueries operational state of the Servic

CustomerApplication Coordinatorequests change to administrative stats
or permitted attributes of a Service

CustomerApplication Coordinatoprovides and views customer
acceptance testing information.

CustomerApplication CoordinatoviewsServiceperformance and fault
information.

CustomerApplication Coordinatoreceives Service specific event
notifications from theService Provider

CustomerApplication Coordinatoreceives Service specific performance
information from theService Provider

CustomerApplication Coordinatorequest test initiation and receive test
results from theService Provider
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LSO
Management
Interface
Reference Point

High Levelnteraction Examplegnon-exhaustive)

SONATA
(BUS:BUS)

SupportsProduct relatecross domain interactions between the Service
t NEGARSNRA . dzaAySaa ! LILX AOFGAZ2Y
Service Provided NP g aSa GKS t I NIYySNR& LINZ
catalog) for Product Offerings that are available for the Service Providé
select. This may include some geographical and service information to

support availability queries of a Product Offerings@me geographical
area.

Service Provider develops (based on Product Offerings), plaaelks, and
change Product Orders with the Partner

Service Provider requests modification of Product Instances.

Service Provider receiv®oduct Instance@erformance and fault
information provided by the Partner.

Service Provider receives information from the Partner about the
scheduled maintenance that may impact thBimoduct Instances

Service Provider places and tracks trouble reports.

Service Providezxchanges usage and billing information.
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LSO
Management
Interface
Reference Point

High Levelnteraction Examplegnon-exhaustive)

INTERLUDE
(SOF:SOF)

Supports control related management interactions between the Servic
Provider and the Partner.

Service Provider controls aspects of the Serwiitkin the Partner domain
(on behalf of the Custaer) by requesting changes to dynamic paramets
as permitted by service policies.

Service Provider queries operational state of the Service.

Service Provider requests change to administrative statgermitted
attributes of a Service.

Service Providerequest creation of connectivity between two Service
Interfaces as permitted by established business arrangement.

Service Provider queries thartnerfor detailed information related to
Services provided by the Partrterthe Service Provider

ServiceProvider receives Service specific event notifications from the
Partner.

Service Provider receives Service specific performance information frg
the Partner.

Service Provider request test initiation and receive test results from the
Partner.
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LSO
Management
Interface
Reference Point

High Levelnteraction Examplegnon-exhaustive)

Supports interactions between the Business Applications and the Seryv,
Orchestration Functionality.

Business Applications request service feasibility determination.

Business Applications request reservation of resources related to a
potential Service.

Business Applications requesttivation ofService.
Business Applications recei8ervice activatiotracking status updates.

LEGATO Business Applications receive request to initiate Product Order with a
(BUS:BF) Partner provider (for off net portions of the service)
Business Applications receive usage events due to a Customer initiatiy
dynamic activity on their Service (e.g., increase in bandwidth)
Business Applications receive a summary of Service quality and usage
information.
Business Applications receive SenAotivation Testing results.
Business Applications receigapability information about the Service
layer.
Supports the management tife network infrastructure, including netwo
and topology view related management functions
SOF requests ICM to createtwork connectivity or functionality
associated with specific Service Components afrahto-end Connectivity
PRESTO Service within the domain managed by each ICM
(SOFICM) | SOF receives topology, connectivity and routing information from ICM

SOF receives performance and fault information from ICM.

SOF queries ICM for Resource Inventory (including capabilities)
information.
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LSO
Management
Interface
Reference Point

High Levelnteraction Examplegnon-exhaustive)

Support theananagement ofdiscretenetwork resources, including elemer
view related management funcins.

ICM requests implemeation of crossconnections or network functions
on specific elements via the ECM functionality responsible for managir
ADAGIO the element.

(ICM:ECM) | |cm requests the change in administrative state of specific resources
management by the ECM.
IQM discovers element level configuration information from the ECM.

ICM receives element level fault and performance information from EC

Table 5 Examples of High Level Interactions per LSO Management Interface Reference
Point
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14 Appendix II: Informative: Relation of
LSO Functional Areas to MEF 50

The LSO Reference Architecture and Framework segments the functional requirements into
sections within the document based on the functional area covered by each set of requirements.
This appendix provides a mapping of LSO reference architecture and framesgoikements
functional aeas to MEF 50 related process flows

LSO Requirements Functional Ar¢ RelatedMEF50 Process Flows

Agile Product / Service Design Product Desig;
Serviceand Resource Design

Order Fulfillment Orchestration Sales Proposal and Feasibility;
Capture Customer Order

Service Control Orchestration (no mapping)

Service Configuratioand Activation Service Configuration and Activation

Orchestration

Service Delery Orchestration Service Configuration and Activation

Service Testing Orchestration Endto-End Service Testing

Service Problem Management Service Problem Management

Service Quality Management Service Quality Management

Billing and Usage Measurements Billing and Revenue Management

Security Management (no mapping)

Analytics Service Quality Management

Policybased Management (no mapping)

Customer / Partner Management Establish Relationship between Servi
Provider and Access Provider
Terminate Custmer Relationship

Table 6 Mapping of LSO Reference Architecture and Framework Functional Areas to
MEF 50 Related Processes
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